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Abstract— In data mining, clustering is an unsupervised learning 

technique often used to group data by similarity. Clustering, 

especially the K-means clustering algorithm, is a feasible tool for 

expanding a dataset label by increasing the cluster's number 

according to the label's categories. This research extends the 

credit loan label data set from two categories (non-performing 

and performing loans) to four risk levels (high risk, medium risk, 

low risk, and no risk). The combination of three K-nearest 

neighbor’s distance metrics, Euclidean, Manhattan, and 

Chebyshev distance, with four different K values (K = 3, K = 5, K 

= 7, and K = 9) produced the best model with accuracy, 

precision, and recall values of 90%, 90.53571%, and 90%, from 

the model using the Euclidean distance with K = 9. 
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risk level 

I. INTRODUCTION 

Credit analysis is a principle in the credit risk assessment for 

small and medium-sized businesses to measure customer 

creditworthiness in terms of finances [1]. The cooperative, as 

the lender, will conduct a survey of prospective credit 

recipients through the 5C analysis (character, capacity, capital, 

economic conditions, and collateral) to minimize the risk of 

non-performing loans happening [2].  

Data mining can assist cooperatives in analyzing the credit 

recipients' potential for non-performing loans by comparing 

the previous credit granting data with the survey data of 

prospective credit recipients and classifying them in the form 

of bad credit or non-bad credit classifications [3]. With the 

selection, exploration, and modeling of previous data, data 

mining can find knowledge in the form of relationships 

between one feature and another previously unknown feature 

[4]. This process, known as knowledge discovery in the 

database (KDD), generates output such as patterns and 

relationships between data for further processing using a 

machine learning algorithm [5]. 

In the field of non-performing loan prediction using data 

mining, a study of non-performing loan predicting using 8 

data mining algorithms states that we can forecast problematic 

debtors from their payment history data utilizing machine 

learning [6]. Another study compares seven machine learning 

algorithms and shows the four aspects in the dataset, such as 

clients' historical payment behaviors, business card payments 

and risks, types of loan products, and customer tenures, that 

influence the prediction of a non-performing loan [7]. The 

socio-demographics (age, gender, marital status, and province 

of residence) play a crucial role in predicting a non-

performing loan, as shown in the study of loan recovery rate 

forecast using linear, non-linear, and rule-based machine 

learning methods [8]. 

Clustering is a data mining technique that divides data into 

several clusters by looking at the level of similarity between 

data, making it easier to identify the data [9]. Using clustering, 

especially the K-means clustering algorithm, we can easily 

divide the data into groups within the scope of unsupervised 

learning and generate new dataset labels for the subsequent 

classification process [10]. Recent studies have shown the 

feasibility of this method, such as combining the K-nearest 

neighbors (K-NN) and random forest algorithms for the ECG 

data classification [11], a student's academic performance 

classification using K-NN and K-means clustering [12], and a 

clustered K-NN for large data classification [13]. 

K-NN was chosen as the combination algorithm because it has 

almost the same data clustering principle as K-means 

clustering, which is grouping the data groups based on the 

closest distance using a predetermined number (K) of 

neighbors  [14]. The core of this algorithm is the calculation 

of the data's distance (distance metric), where the selection of 

different distance metrics will affect the performance of this 

algorithm in classifying data [15]. In this research, we 

implement the euclidean, manhattan, and Chebyshev distances 

as a comparison to find the best model.  

The purpose of this research is to combine the K-NN 

algorithm with K-means clustering to classify the risk level of 

the credit assessment. We expand the dataset labels into four 

risk levels (high risk, medium risk, low risk, and no risk) with 

K-means clustering and then use the clustering result as new 

labels for the classification using the K-NN algorithm. We use 

three different K values (K = 3, K = 5, and K = 7) to analyze 

the performance values (accuracy, precision, and recall) with a 

10-fold cross-validation. Using the combination of the 

distance metrics, K-NN's K values, and the 10-fold cross-
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validation, we summarize which combination produces the 

best model for this classification problem. 

II. METHODS 

A. Dataset 

In this study, we use a dataset from previous research about 

non-performing loan prediction in Mutiara Sejahtera 

Cooperative [16]. This dataset consists of 60 data, with five 

categories (full-time employees, membership length, loan 

amount, loan duration, and loans elsewhere) and one label 

(non-performing loan). Table 1 shows the 10 dataset samples 

from each non-performing and performing loan label. 

TABLE I 

SAMPLE OF DATASET 

FT ML LA LD LE NPL 

N JM M M Y Y 

Y NM B M Y Y 

N JM B S Y Y 

Y NM B M Y Y 

Y SM M M N Y 

Y SM M S N N 

N NM M L N N 

Y SM S L N N 

Y SM M M N N 

N NM M L N N 

Notes: FT = Full-time member (Yes, No), ML = Membership length (New 

Member, Junior Member, Senior Member), LA = Loan amount (Small, 

Medium, Big), LD = Loan duration (Short, Medium, Long), LE = Loans 

elsewhere (Yes, No), NPL = Non-performing loan (Yes, No) 

We normalized the data from Table 1 to make the clustering 

process easier. Table 2 shows the normalization rules, while 

Table 3 shows the results. 

TABLE II 

NORMALIZATION RULES 

Category Old Value New Value 

FT 
No 0 

Yes 1 

ML 

New Member 0 

Junior Member 1 

Senior Member 2 

LA 

Small 0 

Medium 1 

Big 2 

LD 

Short 0 

Medium 1 

Long 2 

LE 
No 0 

Yes 1 

In the Full-Time Member category, we change the "No" value 

to 0 and the "Yes" value to 1. In the Member Length category, 

we change the "New Member" value to 0, the "Junior 

Member" value to 1, and the "Senior Member" value to 2. In 

the Loan Amount category, we change the "Small" value to 0, 

the "Medium" value to 1, and the "Big" value to 2. In the Loan 

Duration category, we change the "Short" value to 0, the 

"Medium" value to 1, and the "Long" value to 2. In the Loans 

Elsewhere category, we change the "No" value to 0 and the 

"Yes" value to 1. 

TABLE III 

NORMALIZATION RESULTS 

FT ML LA LD LE NPL 

0 1 1 1 1 1 

1 0 2 1 1 1 

0 1 2 0 1 1 

1 0 2 1 1 1 

1 2 1 1 0 1 

1 2 1 0 0 0 

0 0 1 2 0 0 

1 2 0 2 0 0 

1 2 1 2 0 0 

0 0 1 2 0 0 

B. K-Means Clustering 

K-means clustering is an algorithm based on a non-

hierarchical clustering method, often used to separate data into 

two or many groups with similar characteristics [17]. This 

algorithm uses a random point in initializing the first centroid 

for each cluster and a simple way to partition the data into 

clusters [18]. 

Some studies have shown the performance of this algorithm in 

the prediction problems, such as mapping the Jamkesda 

recipient candidates using three different clusters (K = 2, K = 

3, and K = 4), with the Davies Bouldin Index values: 0.243, 

0.256, 0.275 [19]; predicting scholarship recipient with a 

combination of simple additive weighting (SAW) method, 

where the clustering results were ranked using the SAW 

method [20]; and the optimization of cluster number for the 

single tuition scholarship prediction, with the most optimum 

K value of 6 with the silhouette coefficient value of 

0.20212705 [21]. These studies are the reference we use in 

this research, whether in the K-means steps or choosing the K 

value. 

We use the K-means clustering algorithm to group the data 

into clusters based on the K value. This clustering process 

uses the K-means clustering algorithm steps, as shown below 

[22]: 

1. Determine the K value 

We use two different K values (K = 2 and K = 4) to group 

the data. To cluster the data into non-performing and 

performing loan data, we use the first value (K = 2), while 

the second value (K = 4) clustered the risk level (high risk, 

medium risk, low risk, and no risk). 
2. Determine the Initial centroid 

In determining the initial centroid for the K = 2 

clusterings, we select two random data with the non-

performing and performing loan labels as the initial 

centroid. We choose four random data with the C1 and C2 

labels as the initial centroid for the K = 4 clustering. 

3. Calculate the distance between the data and the centroid 

In this step, we use equation (1) to calculate the distance 

between the data and each centroid to determine which 

data enter which cluster. 



𝐷𝑘(𝑖,𝑗) = √(𝑋1𝑖 − 𝑋1𝑗)
2

+ … + (𝑋𝑘𝑖 − 𝑋𝑘𝑗)
2
 (1) 

4. Group the data based on the closest distance 

From the distance calculation, group each data based on 

the lowest distance values. The K = 2 clustering will group 

the data into two clusters (C1 and C2), while the K = 4 

will group the data into C1, C2, C3, and C4. 
5. Update centroid value 

Calculate a new centroid for each cluster, using equation 

(2) according to the number of cluster members. 

𝑦𝑛𝑒𝑤 = √
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
 (2) 

6. Repeat the process 

Repeat process numbers 3 to 5 until the members of each 

cluster have not changed. 

We first cluster the dataset using the steps above to label each 

data into NPL (non-performing loan) and PL (performing 

loan). After evaluating the silhouette coefficient value for 

each label, we expand the cluster into four risk-level 

categories (high risk, medium risk, low risk, and no risk) 

using the K = 4 value. The high and medium risk labels are 

the results of expanding the NPL label, while the low and no 

risk are the results of the PL label. 

C. K-Nearest Neighbors 

K-nearest neighbors is an algorithm based on a non-

parametric method, often used as a benchmark in a 

classification problem because of its overall good 

performance [23]. This algorithm uses a K value to measure 

the number of instances with similar values, with a distance 

metric method as the measuring tool [24]. 

Some studies have shown the performance of this algorithm in 

solving classification problems, such as the classification of 

vocational school's major, with the performance values: 

accuracy = 84%, precision = 81%, and recall = 84% [25]; 

classifying the electrical subsidies' recipients for the 

household, with an accuracy value of 98.07% [26]; and the the 

Iris flower classification using the K value of 5, with an 

accuracy value of 96.677% [27]. These studies are the 

reference we use in this research, both in the classification 

steps and choosing the K value. 

In the classification process, we also use three distance 

metrics methods, such as the Euclidean, Manhattan, and 

Chebyshev distance, with the formulas shown in equations (3) 

to (5) below [28]. 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 (𝑥, 𝑦) =  √∑ |𝑥 − 𝑦|2𝑁
𝑗=1   (3) 

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 (𝑥, 𝑦) =  ∑ |𝑥 − 𝑦|𝑁
𝑗=1   (4) 

𝐶ℎ𝑒𝑏𝑦𝑠ℎ𝑒𝑣 (𝑥, 𝑦) =  𝑙𝑜𝑔𝜆−∞ √∑ |𝑥 − 𝑦|𝜆𝑁
𝑗=1   (5) 

D. Cross-validation Evaluation 

Cross-validation is an evaluation method for machine learning 

that separates the data into K partitions (fold). This method 

uses an error matrix to evaluate the classification 

performance, with various indications such as accuracy, 

precision, and recall [29]. The formulas in equations (6) to (8) 

show the calculation to evaluate a model's performance using 

the accuracy, precision, and recall values [30]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑+𝐴𝑐𝑡𝑢𝑎𝑙
 (6) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (7) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (8) 

In this research, we use 10-fold cross-validation to evaluate 

the models, with the average values from each model as the 

final performance indicator. 

III. RESULTS AND DISCUSSIONS 

In the first clustering using the K = 2 value, the result shows 

that from 60 data, the number of data predicted as C1 

(performing loan) totals 23 and 37 for C2 (non-performing 

loan). From this clustering process, we also obtained an 

average value of 0.60978787  for the C1 silhouette coefficient 

and 0.604694649 for the C2. In the beginning, there were 24 

PL and 36 NPL data. The first clustering predicted 25 data 

with PL labels and 24 with NPL labels. This result shows that 

there is one PL data not clustered correctly. Table IV shows 

the comparison of the first clustering results compared and the 

actual data. 

TABLE IV 

FIRST CLUSTERING RESULT 

Label Actual Predicted 
Silhouette 

Coefficient 

PL (C1) 36 35 0.596017743 

NPL (C2) 24 25 0.58548148 

We use the clustering result as the dataset's new label and 

proceed to the next clustering step using the K = 4 value. In 

the second clustering using the K = 4 value, the result shows 

that from 35 data previously labeled as C1, we got two 

expanded clusters, namely C3 with 22 data and C4 with 13 

data. Since these clusters come from the previous performing 

loan labels, we choose C3 as the low-risk (LR) category and 

C4 as the no-risk (NR) category. From 25 data previously 

labeled as C2, we got two expanded clusters, namely C1 with 

10 data and C2 with 25 data. Since these clusters come from 

the previous non-performing loan labels, we choose C1 as the 

high-risk (HR) category and C2 as the medium-risk (MR) 

category. Table V shows the summary of the second 

clustering process. 

TABLE V 

SECOND CLUSTERING RESULT 

Label 

Predicted 
Silhouette 

Coefficient 
First 

Cluster 
Second Cluster 

PL (C1) 
Low Risk (C3) 22 0.603739727 

No Risk (C4) 13 0.591849615 

NPL (C2) 
High Risk (C1) 10 0.584526 

Medium Risk (C2) 25 0.576287 



From this second clustering result, we use the cluster as the 

new label for the dataset, with Table VI showing the sample 

of this result. 

TABLE VI 

NEW DATASET SAMPLE 

FT ML LA LD LE RL 

0 1 1 1 1 C1 

1 0 2 1 1 C1 

0 1 2 0 1 C2 

1 0 2 1 1 C1 

1 2 1 1 0 C3 

1 2 1 0 0 C2 

0 0 1 2 0 C4 

1 2 0 2 0 C3 

1 2 1 2 0 C3 

0 0 1 2 0 C4 

Notes: RL = Risk Level (C1, C2, C3, C4), C1 = High Risk, C2 = Medium 

Risk, C3 = Low Risk, C4 = No Risk 

We build 12 models with a combination of the distance 

metrics and the K-NN's K value, resulting in the configuration 

shown in Table VII. 

TABLE VII 

CONFIGURATION OF MODELS 

Model Distance Metric K Value 

Euclidean3 Euclidean 3 

Euclidean5 Euclidean 5 

Euclidean7 Euclidean 7 

Euclidean9 Euclidean 9 

Manhattan3 Manhattan 3 

Manhattan5 Manhattan 5 

Manhattan7 Manhattan 7 

Manhattan9 Manhattan 9 

Chebyshev3 Chebyshev 3 

Chebyshev5 Chebyshev 5 

Chebyshev7 Chebyshev 7 

Chebyshev9 Chebyshev 9 

The Euclidean3, Euclidean5, Euclidean7, and Euclidean9 

models were built with the Euclidean distance metric and 

differed in the K values. The models' builts with the 

Manhattan distance metric are Manhattan3, Manhattan5, 

Manhattan7, and Manhattan9, but with differences in the K 

values. The Chebyshev3, Chebyshev5, Chebyshev7, and 

Chebyshev9 models were built using the Chebyshev distance 

metric but differ in K values. We use these models to process 

the new dataset, resulting in the prediction result in the form 

of a confusion matrix, as shown in Table VIII to Table X. 

TABLE VIII 

CONFUSION MATRIX FOR EUCLIDEAN DISTANCE 

Model Actual 
Predicted 

C1 C2 C3 C4 

Euclidean3 

C1 8 1 0 1 

C2 1 12 2 0 

C3 0 0 20 2 

C4 0 0 2 11 

 

Euclidean5 

C1 7 2 0 1 

C2 1 12 2 0 

C3 0 0 20 2 

C4 0 0 2 11 

Euclidean7 

C1 8 1 0 1 

C2 0 13 2 0 

C3 0 0 20 2 

C4 0 0 1 12 

Euclidean9 

C1 8 1 0 1 

C2 1 13 2 0 

C3 0 0 21 1 

C4 0 0 1 12 

TABLE IX 

CONFUSION MATRIX FOR MANHATTAN DISTANCE 

Model Actual 
Predicted 

C1 C2 C3 C4 

Manhattan3 

C1 8 1 0 1 

C2 1 12 2 0 

C3 0 0 20 2 

C4 0 0 2 11 

Manhattan5 

C1 8 1 0 1 

C2 1 12 2 0 

C3 0 0 20 2 

C4 0 0 2 11 

Manhattan7 

C1 8 1 0 1 

C2 0 13 2 0 

C3 0 0 20 2 

C4 0 0 2 11 

Manhattan9 

C1 8 1 0 1 

C2 0 13 2 0 

C3 0 0 21 1 

C4 0 0 1 12 

TABLE X 

CONFUSION MATRIX FOR CHEBYSHEV DISTANCE 

Model Actual 
Predicted 

C1 C2 C3 C4 

Chebyshev3 

C1 4 2 1 3 

C2 0 15 0 0 

C3 0 1 21 0 

C4 0 0 3 10 

Chebyshev5 

C1 5 1 0 4 

C2 0 12 3 0 

C3 0 1 21 0 

C4 0 0 3 0 

Chebyshev7 

C1 5 1 1 3 

C2 0 11 4 0 

C3 0 0 22 0 

C4 0 0 3 10 

Chebyshev9 

C1 5 1 1 3 

C2 0 11 4 0 

C3 0 0 22 0 

C4 0 0 3 10 

Using a 10-fold cross-validation and equation (6) to (8), we 

get the performance value for each model in the form of 

accuracy, precision, and recall, as shown in Table XI. 

 



TABLE XI 

10-FOLD CROSS-VALIDATION EVALUATION 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

Euclidean3 85 85.4711 85 

Euclidean5 83.33333 83.59127 83.33333 

Euclidean7 88.33333 89.09834 88.33333 

Euclidean9 90 90.53571 90 

Manhattan3 85 85.4711 85 

Manhattan5 85 85.4711 85 

Manhattan7 86.66667 87.46032 86.66667 

Manhattan9 90 90.53571 90 

Chebyshev3 83.33333 84.96667 83.33333 

Chebyshev5 80 82.08995 80 

Chebyshev7 80 83.13889 80 

Chebyshev9 80 83.13889 80 

The result from Table XI shows that both Euclidean9 and 

Manhattan9 model generates the highest accuracy, precision, 

and recall with 90%, 90.53571%, and 90% values, while the 

Chebyshev5 model generates the lowest value with 80%, 

82.08995%, and 80% respectively. These results show the 

best model is the model that uses the Euclidean and 

Manhattan distance with a K value of 9, while the worst 

model is the model that uses the Chebyshev distance with a K 

= 5. Next, we analyze the overall performance for each 

distance metric by taking the average value of their 

performance in each model, as shown in Table XII. 

TABLE XII 

OVERALL DISTANCE METRIC PERFORMANCE 

Distance 

Metric 

Average 

Accuracy (%) 

Average 

Precision (%) 

Average 

Recall (%) 

Euclidean 86.66667 87.17411 86.66667 

Manhattan 86.66667 87.23456 86.66667 

Chebyshev 80.83333 83.3336 80.83333 

Based on the average distance metric’s value shown in Table 

XII, the Manhattan distance metric yields the best 

performance, followed by the Euclidean and Chebyshev 

distance. Both the Euclidean and Manhattan distance yield the 

same average accuracy and recall, but the Manhattan distance 

generates a better average precision. Next, we analyze the 

overall performance for each K value by taking the average 

value of their performance in each model, as shown in Table 

XIII. 

TABLE XIII 

OVERALL K VALUES PERFORMANCE 

K Values 
Average 

Accuracy (%) 

Average 

Precision (%) 

Average 

Recall (%) 

K = 3 84.44444444 85.30295754 84.44444444 

K = 5 82.77777778 83.71743997 82.77777778 

K = 7 85 86.56585001 85 

K = 9 86.66666667 88.07010582 86.66666667 

Analyzing the results from Table XIII, we noticed that K = 9 

produces the best average performance, while K = 5 produces 

the worst average performance. After obtaining the average 

value of both distance metric and K values, we compared the 

results with previous studies, as shown in Table XIV. 

TABLE XIV 

COMPARISON WITH PREVIOUS RESEARCH 

 Previous Research Current Research 

Best Model 
Distance metric: 

Euclidean, 
K value:  9 

Distance metric: 
Euclidean and 

Manhattan, 
K value: 9 

Worst Model 
Distance metric: 

Chebyshev, 
K value:  9 

Distance metric: 
Chebyshev, 
K value:  5 

Best Average 
Distance Metric 

Euclidean Manhattan 

Worst Average 
Distance Metric 

Chebyshev Chebyshev 

Best Average K 

Value 

Accuracy: K = 3, 
Precision: K = 5 

and K = 9, 
Recall: K = 3 

Accuracy, 
Precision and 
Recall: K = 9 

Worst Average 

K Value 

Accuracy: K = 9, 
Precision: K = 3, 

Recall: K = 9 

Accuracy, 
Precision and 
Recall: K = 5 

From the results shown in Tables XIV, we found that 

expanding the labels using K-means clustering algorithm does 

not affect the best model outcome. Both previous and current 

research yield the same best model (using Euclidean distance 

metric with a K value of 9). From both the previous and 

current research, we found that the Chebyshev is the worst 

distance metric to use with the dataset; the only difference is 

the K value used. 

However, expanding the dataset's labels using K-means 

clustering affects the average distance metric's performance. 

Table XIV shows that without the dataset's label expansion, 

the best average distance metric is the Euclidean distance, 

while the label's expansion results in the best average distance 

metric's performance for the Manhattan distance. There is no 

effect whatsoever with the worst average distance metric's 

performance, with or without the dataset's label expansion. 

The thing that is most affected by the label expansion dataset 

is the average performance of the K value. Comparing the two 

studies, we found that the value of K = 9 produces the best 

average accuracy and recall in the current study but is 

inversely proportional to the previous. Similarly, on the 

average precision, the previous research shows that the value 

of K = 5 produces the best average performance, but the 

opposite occurs in this research. 

IV. CONCLUSIONS 

The K-means clustering algorithm is suitable for expanding a 

dataset labels. We can extend the dataset label by adding the 

number of clusters using this algorithm, increasing the 

categories in the dataset label. This research proves that it's 

feasible to extend the dataset, which initially only contains 

non-performing and performing loan categories, into risk level 

(high risk, medium risk, low risk, and no risk) forms. From 

the comparison with previous research, expanding the dataset 

labels using the K-means clustering algorithm does not affect 

the best model result but significantly affects the performance 

of the average K value. The performance results in this study 



show the highest accuracy, precision, and recall values at 

90%, 90.53571%, and 90% from models that use the 

Euclidean distance metric and Manhattan distance, with the 

value of K = 9. The performance results in this study also 

show the highest average performance for the distance metric 

yields from the Manhattan distance, with accuracy, precision, 

and recall values at 86.66667%, 87.23456%, and 86.66667%. 

The average performance for the K value came from K = 9, 

with accuracy, precision, and recall values at 86.66666667%, 

88.07010582%, and 86.66666667%, respectively. 
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	I. Introduction
	Credit analysis is a principle in the credit risk assessment for small and medium-sized businesses to measure customer creditworthiness in terms of finances [1]. The cooperative, as the lender, will conduct a survey of prospective credit recipients th...
	Data mining can assist cooperatives in analyzing the credit recipients' potential for non-performing loans by comparing the previous credit granting data with the survey data of prospective credit recipients and classifying them in the form of bad cre...
	In the field of non-performing loan prediction using data mining, a study of non-performing loan predicting using 8 data mining algorithms states that we can forecast problematic debtors from their payment history data utilizing machine learning [6]. ...
	Clustering is a data mining technique that divides data into several clusters by looking at the level of similarity between data, making it easier to identify the data [9]. Using clustering, especially the K-means clustering algorithm, we can easily d...
	K-NN was chosen as the combination algorithm because it has almost the same data clustering principle as K-means clustering, which is grouping the data groups based on the closest distance using a predetermined number (K) of neighbors  [14]. The core ...
	The purpose of this research is to combine the K-NN algorithm with K-means clustering to classify the risk level of the credit assessment. We expand the dataset labels into four risk levels (high risk, medium risk, low risk, and no risk) with K-means ...
	II. Methods
	A. Dataset
	In this study, we use a dataset from previous research about non-performing loan prediction in Mutiara Sejahtera Cooperative [16]. This dataset consists of 60 data, with five categories (full-time employees, membership length, loan amount, loan durati...
	TABLE I Sample of Dataset
	Notes: FT = Full-time member (Yes, No), ML = Membership length (New Member, Junior Member, Senior Member), LA = Loan amount (Small, Medium, Big), LD = Loan duration (Short, Medium, Long), LE = Loans elsewhere (Yes, No), NPL = Non-performing loan (Yes,...
	We normalized the data from Table 1 to make the clustering process easier. Table 2 shows the normalization rules, while Table 3 shows the results.
	TABLE II Normalization Rules
	In the Full-Time Member category, we change the "No" value to 0 and the "Yes" value to 1. In the Member Length category, we change the "New Member" value to 0, the "Junior Member" value to 1, and the "Senior Member" value to 2. In the Loan Amount cate...
	TABLE III Normalization Results
	B. K-Means Clustering
	K-means clustering is an algorithm based on a non-hierarchical clustering method, often used to separate data into two or many groups with similar characteristics [17]. This algorithm uses a random point in initializing the first centroid for each clu...
	Some studies have shown the performance of this algorithm in the prediction problems, such as mapping the Jamkesda recipient candidates using three different clusters (K = 2, K = 3, and K = 4), with the Davies Bouldin Index values: 0.243, 0.256, 0.275...
	We use the K-means clustering algorithm to group the data into clusters based on the K value. This clustering process uses the K-means clustering algorithm steps, as shown below [22]:
	We use two different K values (K = 2 and K = 4) to group the data. To cluster the data into non-performing and performing loan data, we use the first value (K = 2), while the second value (K = 4) clustered the risk level (high risk, medium risk, low r...
	In determining the initial centroid for the K = 2 clusterings, we select two random data with the non-performing and performing loan labels as the initial centroid. We choose four random data with the C1 and C2 labels as the initial centroid for the K...
	In this step, we use equation (1) to calculate the distance between the data and each centroid to determine which data enter which cluster.
	From the distance calculation, group each data based on the lowest distance values. The K = 2 clustering will group the data into two clusters (C1 and C2), while the K = 4 will group the data into C1, C2, C3, and C4.
	Calculate a new centroid for each cluster, using equation (2) according to the number of cluster members.
	Repeat process numbers 3 to 5 until the members of each cluster have not changed.
	We first cluster the dataset using the steps above to label each data into NPL (non-performing loan) and PL (performing loan). After evaluating the silhouette coefficient value for each label, we expand the cluster into four risk-level categories (hig...
	C. K-Nearest Neighbors
	K-nearest neighbors is an algorithm based on a non-parametric method, often used as a benchmark in a classification problem because of its overall good performance [23]. This algorithm uses a K value to measure the number of instances with similar val...
	Some studies have shown the performance of this algorithm in solving classification problems, such as the classification of vocational school's major, with the performance values: accuracy = 84%, precision = 81%, and recall = 84% [25]; classifying the...
	In the classification process, we also use three distance metrics methods, such as the Euclidean, Manhattan, and Chebyshev distance, with the formulas shown in equations (3) to (5) below [28].
	D. Cross-validation Evaluation
	Cross-validation is an evaluation method for machine learning that separates the data into K partitions (fold). This method uses an error matrix to evaluate the classification performance, with various indications such as accuracy, precision, and reca...
	𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=,𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒-𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑+𝐴𝑐𝑡𝑢𝑎𝑙. (6)
	𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=,𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒-𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒. (7)
	𝑅𝑒𝑐𝑎𝑙𝑙=,𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒-𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒. (8)
	In this research, we use 10-fold cross-validation to evaluate the models, with the average values from each model as the final performance indicator.
	III. Results And Discussions
	In the first clustering using the K = 2 value, the result shows that from 60 data, the number of data predicted as C1 (performing loan) totals 23 and 37 for C2 (non-performing loan). From this clustering process, we also obtained an average value of 0...
	TABLE IV First Clustering Result
	We use the clustering result as the dataset's new label and proceed to the next clustering step using the K = 4 value. In the second clustering using the K = 4 value, the result shows that from 35 data previously labeled as C1, we got two expanded clu...
	TABLE V Second Clustering Result
	From this second clustering result, we use the cluster as the new label for the dataset, with Table VI showing the sample of this result.
	TABLE VI New Dataset Sample
	Notes: RL = Risk Level (C1, C2, C3, C4), C1 = High Risk, C2 = Medium Risk, C3 = Low Risk, C4 = No Risk
	We build 12 models with a combination of the distance metrics and the K-NN's K value, resulting in the configuration shown in Table VII.
	TABLE VII Configuration Of Models
	The Euclidean3, Euclidean5, Euclidean7, and Euclidean9 models were built with the Euclidean distance metric and differed in the K values. The models' builts with the Manhattan distance metric are Manhattan3, Manhattan5, Manhattan7, and Manhattan9, but...
	TABLE VIII Confusion Matrix For Euclidean Distance
	TABLE IX Confusion Matrix For Manhattan Distance
	TABLE X Confusion Matrix For Chebyshev Distance
	Using a 10-fold cross-validation and equation (6) to (8), we get the performance value for each model in the form of accuracy, precision, and recall, as shown in Table XI.
	TABLE XI 10-Fold Cross-Validation Evaluation
	The result from Table XI shows that both Euclidean9 and Manhattan9 model generates the highest accuracy, precision, and recall with 90%, 90.53571%, and 90% values, while the Chebyshev5 model generates the lowest value with 80%, 82.08995%, and 80% resp...
	TABLE XII Overall Distance Metric Performance
	Based on the average distance metric’s value shown in Table XII, the Manhattan distance metric yields the best performance, followed by the Euclidean and Chebyshev distance. Both the Euclidean and Manhattan distance yield the same average accuracy and...
	TABLE XIII Overall K Values Performance
	Analyzing the results from Table XIII, we noticed that K = 9 produces the best average performance, while K = 5 produces the worst average performance. After obtaining the average value of both distance metric and K values, we compared the results wit...
	TABLE XIV Comparison With Previous Research
	From the results shown in Tables XIV, we found that expanding the labels using K-means clustering algorithm does not affect the best model outcome. Both previous and current research yield the same best model (using Euclidean distance metric with a K ...
	However, expanding the dataset's labels using K-means clustering affects the average distance metric's performance. Table XIV shows that without the dataset's label expansion, the best average distance metric is the Euclidean distance, while the label...
	The thing that is most affected by the label expansion dataset is the average performance of the K value. Comparing the two studies, we found that the value of K = 9 produces the best average accuracy and recall in the current study but is inversely p...
	IV. Conclusions
	The K-means clustering algorithm is suitable for expanding a dataset labels. We can extend the dataset label by adding the number of clusters using this algorithm, increasing the categories in the dataset label. This research proves that it's feasible...
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