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Abstract— By mining the information in the dataset, we can solve 

a prediction problem, especially flood status prediction based on 

floodgate levels, using machine learning algorithms. This 

research employs three machine learning algorithms (K-Nearest 

Neighbor, Naive Bayes, and Support Vector Machine) for 

predicting the flood status using a dataset containing the data of 

DKI Jakarta's floodgate levels. Using a 5-fold, 10-fold, and 20-

fold cross-validation evaluation, we get the highest accuracy 

(85.096%), f-score (85.1%), precision (85.641%), and recall 

(85.096%) from the model using the SVM algorithm with a 

polynomial kernel. Average performance-wise, the K-NN 

algorithm performs better than the other algorithm with an 

average accuracy of 83.147%, an average f-score of 83.156%, an 

average precision of 83.566%, and an average recall of 83.147%. 

 
Keywords— flood gate, flood prediction, k-nearest neighbors, 

naïve bayes, support vector machine 

I. INTRODUCTION 

Floods are one of the most common disasters in Indonesia. 

This disaster often comes during the rainy season and causes 

disturbance to the community due to the damage and losses 

they cause [1]. By determining whether the water level 

exceeds or remains below the predetermined threshold, we 

can utilize river level and flow to determine if flooding will 

occur in a specific location [2]. Using flood incidents and 

water level data from DKI Jakarta as a source of knowledge, 

data mining is a suitable tool to categorize the flood status by 

classifying the data into specified categories [3].  

Data mining analyzes and extracts knowledge from a dataset 

and uses that knowledge to solve problems such as 

association, clustering, prediction, estimation, and 

classification [4]. Some popular data mining algorithms used 

in classification problems are K-nearest neighbors (K-NN), 

support vector machine (SVM), and naive Bayes (NB) for 

their high processing speed, easy implementation, and good 

performance [5]. This research implements these algorithms in 

building models used to classify flood status based on a 

dataset of floodgate heights in DKI Jakarta province. 

We use recent studies about water level classification, rainfall 

prediction, and flood prediction as references in this research. 

In the rainfall prediction using the SVM algorithm, the study 

shows that the best model produces a Root Mean Square Error 

(RMSE) value of 88.426 [6]. In flood prediction in 

Bangladesh using the K-NN algorithm, the study shows that 

the K-NN algorithm yields an average accuracy value of 

94.91%, an average precision value of 92%, and an average 

recall value of 91% [7]. In the Sleman regency's rainfall 

intensity prediction using the NB algorithm, the study shows 

that the most influential parameter on rainfall intensity is the 

average temperature with an entropy value of 0.047811028 

[8]. Using these references, we studied how machine learning 

solves flood prediction and classification problems based on 

the water level. We used three machine learning algorithms in 

the classification process in this study, namely the K-NN, 

SVM, and Naive Bayes algorithms. 

In the K-NN algorithm, the K value (number of nearest 

neighbors) plays an essential role in the performance of the 

classification results; since it determines how much data 

should have similar characteristics [9]. As shown in the 

optimization of the K-NN algorithm using the certainty factor 

in determining students' careers, with 12 K values (K = 1 to K 

= 12), this study shows that the highest performance came 

from the K values of 3 and 4, while the worst from the K 

values of 12 [10]. Research about road damage identification 

using K values of 5, 8, and 15 shows that the K value of 5 

yields the best performance, while the worst is from the K 

value of 15 [11]. Another research on student graduation 

classification using six K values (K = 1, K = 3, K = 5, K = 7, 

K = 9, and K = 11) shows that the K value of 7 generates the 

best model, while the K value of 1 the worst [12]. With these 

studies as references, this research implements two K values 

(K = 3 and K = 5) in the classification process and compares 

each performance. 

The effectiveness of the K-NN algorithm's classification 

results is also influenced by selecting the proper distance 

metric, such as Euclidean and Manhattan since it will change 

how the clusters forms [13]. Studies in this discussion about 

textual data classification show that the Euclidean distance 

metric yields the best performance (accuracy value of 85.5%) 

compared to the Manhattan distance (accuracy value of 

(85.48%) [14]. Research about stroke disease detection shows 

that the Manhattan distance performs better in the 
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classification than the Euclidean distance, with an accuracy 

value of 96.03% against 95.93% [15]. Another 

implementation of the K-NN algorithm for students' academic 

performance classification shows that the Euclidean distance 

generates higher accuracy (98.42%) when compared to the 

Manhattan distance (97.76%) [16]. In this research, we use the 

Euclidean and Manhattan distance metrics in combination 

with the K values of 3 and 5 to show how each combination 

can affect the classification result. 

The SVM algorithm utilizes a kernel function, such as the 

polynomial, radial basis function (RBF), and sigmoid, to solve 

the problem with non-linearly separable data by locating the 

optimum hyperplane into a high-dimension feature space [17]. 

In the classification of contraceptive use, the RBF kernel 

yields better performance with an Apparent Error Rate 

(APER) value of 73.83 compared to the polynomial (7.36) and 

sigmoid (55.57) [18]. These kernels comparison in a cloud 

environment's intrusion detection shows that the RBF kernel 

performs better accuracy (88.81%) when compared to the 

polynomial (52.58%) and sigmoid (88.2%) kernels [19]. The 

sigmoid kernel performs better than the other kernels in the 

brain tumor diagnosis using MRI images; this study shows 

that the sigmoid kernel generates an average accuracy of 87%, 

followed by the polynomial kernel (80%) and the RBF kernel 

(75%) [20]. This research utilizes the polynomial, RBF, and 

sigmoid kernel functions in flood status prediction using the 

SVM algorithm and displays the influence of hyperparameters 

on each kernel function. 

In the end, we found the best model to predict the flood status 

of Jakarta City based on the level of Katulampa, Depok Post, 

Manggarai, Istiqlal, Jembatan Merah, Flushing Ancol, and 

Marina Ancol floodgates. To determine this best model, we 

used the accuracy, precision, and recall values of each model 

evaluated using 5-fold, 10-fold, and 20-fold cross-validation. 

II. METHODS 

A. Dataset 

This study uses water level data covering seven floodgates in 

DKI Jakarta, such as Katulampa, Pos Depok, Manggarai, 

Istiqlal, Jembatan Merah, Flushing Ancol, and Marina Ancol. 

We obtained the data from kaggle.com [21], which contains a 

history of water levels in the seven regions from January 1 to 

December 7, 2020, with 624 data measured on a centimeter 

scale. Table I shows the 10 data set samples used. 

 

 

 

 

 

 

 

 

 

 

 

TABLE I 

DATASET SAMPLES 

K PD M I JM FA MA FS 

A4 A4 A4 A4 A2 A4 A4 No Flood 

A4 A4 A4 A4 A2 A4 A4 No Flood 

A4 A4 A4 A4 A1 A4 A4 No Flood 

A4 A4 A3 A4 A1 A4 A3 No Flood 

A4 A4 A2 A3 A1 A4 A3 Flood 

A4 A4 A2 A3 A1 A4 A3 Flood 

A4 A3 A2 A3 A1 A4 A3 Flood 

A4 A3 A2 A3 A1 A4 A3 Flood 

A3 A3 A2 A3 A1 A4 A2 Flood 

A3 A2 A2 A3 A1 A4 A2 Flood 

Notes: K = Katulampa flood gate, PD = Pos Depok flood gate, M = 

Manggarai flood gate, I = Istiqlal flood gate, JM = Jembatan Merah flood 

gate, FA = Flushing Ancol flood gate, MA = Marina Ancol flood gate, FS = 

Flood status 

Each flood gate in Table I above (K, PD, M, I, JM, FA, and 

MA) consists of four flood alert sequences, namely Alert 4 

(A4), Alert 3 (A3), Alert 2 (A2), and Alert 1 (A1), where the 

smaller the alert value, the higher the risk of flooding. The 

normalized data from Table II shows the results of altering the 

A4 value to 4, A3 to 3, A2 to 2, and A1 to 1 from Table I. 

TABLE II 

NORMALIZATION RESULTS 

K PD M I JM FA MA FS 

4 4 4 4 2 4 4 No Flood 

4 4 4 4 2 4 4 No Flood 

4 4 4 4 1 4 4 No Flood 

3 4 3 3 1 4 3 No Flood 

3 4 2 3 1 4 3 Flood 

3 4 2 3 1 4 3 Flood 

3 3 2 3 1 4 3 Flood 

3 3 2 3 1 4 3 Flood 

3 3 2 3 1 4 2 Flood 

3 2 2 3 1 4 2 Flood 

The normalization results shown in Table II will be the final 

dataset we use to predict the flood status with the K-NN, 

SVM, and NB algorithms. 

B. K-Nearest Neighbors 

In data mining, the K-Nearest Neighbor (K-NN) algorithm 

works without needing prior knowledge (unsupervised 

learning), where new data labels are generated based on their 

nearest neighbors (K value) and the majority voting process 

[22]. K-NN uses a distance metric to measure the distance 

between two points in the training and testing data in its 

classification process [23]. In the classification process, both 

distance metrics will calculate the distance between each data 

and classify them using equations (1) and (2) [24]. 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √∑ |𝑥 − 𝑦|2𝑁
𝑗=1   (1) 

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  ∑ |𝑥 − 𝑦|𝑁
𝑗=1   (2) 

In the classification of EGG signals using the K-NN 

algorithm, the results show that with different values of K=3, 

K =4, and K =5, the model using K=3 performance is better 



than the model using K =5 [25]. The research result of the 

effect of distance metric on the K-NN algorithm performance 

shows that the Manhattan distance produces a model with 

better performance than the Euclidean one [26]. Looking at 

these results, we tried to combine the variation of the K value 

and the distance metric to show its effect on the classification 

results of the K-NN algorithm. 

We use both distance metrics, the Euclidean and Manhattan 

distances, and two K values (K = 3 and K = 5) to build four 

prediction models, with a configuration shown in Table III. 

TABLE III 

K-NN MODEL CONFIGURATION 

Model Distance Metric K Value 

KNN I Euclidean 3 

KNN II Euclidean 5 

KNN III Manhattan 3 

KNN IV Manhattan 5 

 

The KNN I model uses the Euclidean distance as the distance 

metric and a K value of 3, while the KNN II uses the same 

distance metric but with a different K value (K = 5). The KNN 

III model uses a combination of Manhattan distance as the 

distance metric and a K value of 3, while the KNN IV uses the 

same distance metric but with a different K value (K = 5). 

C. Naïve Bayes 

Naive Bayes is a classic probabilistic-based data mining 

algorithm widely used to solve various classification problems 

[27]. This algorithm uses the probability value of class 

membership in classifying data, with a simplified Bayes 

theorem formula, as shown in equation (3) [28]. 

𝑃(𝐻|𝐷) =
𝑃(𝐷|𝐻) ∗ 𝑃(𝐻)

𝑃(𝐷)

 (3) 

Where: 

D =  Data with unknown class 

H =  Hypothesis on D in specific classes 

P(H|D) =  Probability of H based on condition D (posterior 

probability) 

P(D|H) = Probability of D based on condition Q (prior 

probability) 

P(H) = Probability of H 

P(D) = Probability of D 

We use equation (3) to build a model that utilizes the NB 

algorithm in predicting flood status in this study. 

 

D. Support Vector Machine 

The support vector machine (SVM) is an algorithm that 

utilizes a hyperplane as a boundary to separate the data into 

positive or negative classes [29]. In solving classification 

problems using non-linearly separable datasets, this algorithm 

uses a kernel function (kernel trick) for mapping the data into 

a high-dimensional feature space to obtain a hyperplane that 

separates the data into two classes [30]. Some of the more 

popular kernel functions often used in SVM are the 

polynomial, RBF, and sigmoid functions; these kernel 

functions use equations (4) to (6) to generate a hyperplane in 

the classification process [31]. 

𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙 = (𝑔 ∗ 𝑥 ∗ 𝑦 + 𝑐)𝑑 (4) 

𝑅𝐵𝐹 = 𝑒𝑥𝑝(−𝑔|𝑥 − 𝑦|2) (5) 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑 = 𝑡𝑎𝑛ℎ(𝑔 ∗ 𝑥 ∗ 𝑦 + 𝑐) (6) 

In this research, we use these kernel functions to build three 

classification models, with the configuration shown in Table 

IV. 

TABLE IV 

SVM MODEL CONFIGURATION 

Model Kernel Function Parameters 

SVM I Polynomial 
g = 0.1 
c = 0.85 
d = 3 

SVM II RBF g = 0.1 

SVM III Sigmoid 
g = 0.1 
c = 0.46 

The SVM I model uses the polynomial kernel and parameters 

such as g (gamma constant in the kernel function) = 0.1, c (c0 

constant in the kernel function) = 0.1, and d (the degree of the 

kernel) = 0.3. The SVM II model uses the RBF kernel and 

parameter g = 0.1, while the SVM III uses the sigmoid kernel 

and parameters such as g = 0.1 and c = 0.46. 

 

E. Cross-Validation Evaluation 

With a total of 8 models built, each model predicts the flood 

status using the dataset (as shown in Figure 1), and we 

evaluate the results using 5-fold, 10-fold, and 20-fold cross-

validation. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Prediction Model 

With a total of 8 models built, each model predicts the flood 

status using the dataset (as shown in Figure 1), and we 

evaluate the results using 5-fold, 10-fold, and 20-fold cross-

validation. We use equations (7) to (10) to evaluate and 

analyze each model's prediction using the accuracy, f-score, 

precision, and recall values [32]. 

 

Dataset 
Prediction 

(80:20 

ratio) 

Evaluation 

KNN  

I 

KNN  

II 

KNN 

III 

KNN 

IV 

NB 
SVM 

I 

SVM 

II 

SVM 

III 

5-fold 

10-fold 

20-fold 



𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (9) 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (10) 

The comparative analysis research result on the classification 

of heart disease using the K-NN, Naive Bayes, and SVM 

algorithms shows that the SVM algorithm performs better 

than the other algorithms, with 92% accuracy; while the Naive 

Bayes performance is the worst with 88% [33]. In the 

performance comparison of predicting gold price movements, 

the K-NN algorithm performs better than other algorithms, 

with an accuracy of 61.9% [34]. The comparison of the Naïve 

Bayes, K-NN, and SVM algorithms in social media sentiment 

classification, shows that the Naive Bayes algorithm yields the 

highest performance with an accuracy of 79.8%, better than 

the K-NN (50.23%), and SVM (75.29%) algorithms [35]. The 

difference in the comparison results of the three machine 

learning algorithms is the basis for analyzing the model's 

performance built in this study to evaluate which algorithm 

succeeded in producing the best model for predicting the flood 

status of Jakarta City based on the level of floodgates using 

the cross-validation evaluation method. 

III. RESULTS AND DISCUSSIONS 

With an 80:20 ratio between training and testing data, we get 

the prediction results from each model in the form of a 

confusion matrix. Table V to Table VIII summarizes the 

confusion matrix from the K-NN, NB, and SVM evaluation. 

TABLE V 

K-NN I & K-NN II CONFUSION MATRIX EVALUATION 

Model K-Fold Actual 
Predicted 

Flood No Flood 

KNN 
I 

5 
Flood 262 69 

No Flood 37 256 

10 
Flood 262 69 

No Flood 42 251 

20 
Flood 261 70 

No Flood 37 256 

KNN 
II 

5 
Flood 262 69 

No Flood 39 254 

10 
Flood 264 67 

No Flood 35 258 

20 
Flood 267 64 

No Flood 34 259 

 

 

 

 

 

 

TABLE VI 

K-NN III & K-NN IV CONFUSION MATRIX EVALUATION 

Model K-Fold Actual 
Predicted 

Flood Flood 

KNN 
III 

5 
Flood 262 69 

No Flood 37 256 

10 
Flood 262 69 

No Flood 42 251 

20 
Flood 261 70 

No Flood 37 256 

KNN 
IV 

5 
Flood 263 68 

No Flood 39 254 

10 
Flood 265 66 

No Flood 35 258 

20 
Flood 267 64 

No Flood 34 259 

TABLE VII 

NAÏVE BAYES CONFUSION MATRIX EVALUATION 

Model K-Fold Actual 
Predicted 

Flood Flood 

NB 

5 
Flood 269 62 

No Flood 50 243 

10 
Flood 268 63 

No Flood 50 243 

20 
Flood 268 63 

No Flood 47 246 

TABLE VIII 

SVM CONFUSION MATRIX EVALUATION 

Model K-Fold Actual 
Predicted 

Flood Flood 

SVM 
I 

5 
Flood 267 64 

No Flood 29 264 

10 
Flood 265 66 

No Flood 28 265 

20 
Flood 266 65 

No Flood 31 262 

SVM 
II 

5 
Flood 269 62 

No Flood 42 251 

10 
Flood 270 61 

No Flood 41 252 

20 
Flood 268 63 

No Flood 41 252 

SVM 
III 

5 
Flood 239 92 

No Flood 39 254 

10 
Flood 245 86 

No Flood 42 251 

20 
Flood 245 86 

No Flood 38 255 

From the values in Table V to Table VIII above, we calculate 

each model's accuracy, f-score, precision, and recall, resulting 

in the summary shown in Table IX. 

 

 

 

 



TABLE IX 

PERFORMANCE EVALUATION 

Model Accuracy F-Score Precision Recall 

KNN I  
(5-Fold) 

83.013 83.021 83.467 83.013 

KNN I  
(10-Fold) 

82.212 82.225 82.547 82.212 

KNN I  
(20-Fold) 

82.853 82.860 83.332 82.853 

KNN II  
(5-Fold) 

82.692 82.703 83.096 82.692 

KNN II  
(10-Fold) 

83.654 83.662 84.111 83.654 

KNN II  
(20-Fold) 

84.295 84.305 84.704 84.295 

KNN III  
(5-Fold) 

83.013 83.021 83.467 83.013 

KNN III  
(10-Fold) 

82.212 82.225 82.547 82.212 

KNN III  
(20-Fold) 

82.853 82.860 83.332 82.853 

KNN IV  
(5-Fold) 

82.853 82.864 83.234 82.853 

KNN IV  
(10-Fold) 

83.814 83.823 84.246 83.814 

KNN IV  
(20-Fold) 

84.295 84.305 84.704 84.295 

NB 
(5-Fold) 

82.051 82.066 82.141 82.051 

NB  
(10-Fold) 

81.891 81.906 81.992 81.891 

NB  
(20-Fold) 

82.372 82.388 82.512 82.372 

SVM I  
(5-Fold) 

85.096 85.100 85.641 85.096 

SVM I  
(10-Fold) 

84.936 84.936 85.568 84.936 

SVM I  
(20-Fold) 

84.615 84.621 85.130 84.615 

SVM II  

(5-Fold) 
83.333 83.349 83.535 83.333 

SVM II  
(10-Fold) 

83.654 83.669 83.856 83.654 

SVM II  
(20-Fold) 

83.333 83.348 83.571 83.333 

SVM III  

(5-Fold) 
79.006 78.964 80.073 79.006 

SVM III  
(10-Fold) 

79.487 79.473 80.255 79.487 

SVM III  
(20-Fold) 

80.128 80.104 81.035 80.128 

Next, we calculate the average values of accuracy, f-score, 

precision, and recall from each algorithm, as shown in Table 

X, to compare which algorithm has the best average 

performance. 

 

 

 

TABLE X 

AVERAGE PERFORMANCE EVALUATION 

Algorithm Average 

Accuracy 

Average 

F-Score 

Average 

Precision 

Average 

Recall 

K-NN 83.147 83.156 83.566 83.147 

NB 82.105 82.120 82.215 82.105 

SVM 82.621 82.618 83.185 82.621 

From the results shown in Tables IX, we analyze each model's 

accuracy, f-score, precision, and recall to find the best and 

worst model. The SVM I model, with the polynomial kernel 

and 5-fold cross-validation evaluation, shows the highest 

accuracy (85.096%), f-score (85.1%), precision (85.641%), 

and recall (85.096%) values. The SVM III model, with the 

sigmoid kernel and 5-fold cross-validation, shows the lowest 

accuracy (79.006%), f-score (78.964%), precision (80.073%), 

and recall (79.006%) values. 

Models using the K-NN algorithm with Euclidean and 

Manhattan distance (both with the K value of 5) produced the 

best performance in 20-fold cross-validation evaluation, 

producing an accuracy value of 84.295%, f-score value of 

84.305%, a precision value of 84.704%, and a recall value of 

84.295%. The models using the K-NN algorithm with 

Euclidean and Manhattan distance (both with the K value of 

3) produced the worst performance in 10-fold cross-validation 

evaluation, producing an accuracy value of 82.212%, f-score 

value of 82.225%, a precision value of 82.547%, and a recall 

value of 82.212%. 

We summarize the analytical results of this flood status 

prediction research based on floodgate levels in Table XI, 

based on the performance of the resulting models. 

TABLE XI 

EVALUATION SUMMARY 

Parameter 
Evaluation 

Result Description 

Best performance SVM I 
Algorithm: SVM 
Kernel: Polynomial 
Cross-validation: 5-fold 

Worst 
performance 

SVM III 
Algorithm: SVM 
Kernel: Sigmoid 
Cross-validation: 5-fold 

Best K-NN 

K-NN II 

Distance metric: Euclidean 

K value = 5 
Cross-validation: 20-fold 

K-NN IV 
Distance metric: Manhattan 
K value = 5 
Cross-validation: 20-fold 

Worst K-NN 

K-NN I 
Distance metric: Euclidean 
K value = 3 

Cross-validation: 10-fold 

K-NN III 
Distance metric: Manhattan 
K value = 3 
Cross-validation: 10-fold 

Best NB NB Cross-validation: 20-fold 

Worst NB NB Cross-validation: 10-fold 

Best SVM SVM I 
Kernel: Polynomial 
Cross-validation: 5-fold 

Worst SVM SVM III 
Kernel: Sigmoid 
Cross-validation: 5-fold 



IV. CONCLUSIONS 

From the research result, we conclude that the best algorithm 

to predict the flood status using the floodgate dataset is the 

SVM algorithm with a polynomial kernel and a 5-fold cross-

validation evaluation. We also concluded that the poorest 

performance algorithm in predicting flood status is the SVM 

algorithm with a sigmoid kernel and 5-fold cross-validation. 

The best K-NN algorithm configuration to use to predict the 

flood status using this database is the Euclidean and 

Manhattan distance metrics, with a K value of 5. Six out of 

eight models perform better when being evaluated using the 

20-fold cross-validation. We conclude that this is the best K 

value for the cross-validation evaluation. From the average 

accuracy, f-score, precision, and recall value of each 

algorithm used in this research, we found that, on average, the 

K-NN algorithm performs better than the NB and SVM 

algorithm. 
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	I. Introduction
	Floods are one of the most common disasters in Indonesia. This disaster often comes during the rainy season and causes disturbance to the community due to the damage and losses they cause [1]. By determining whether the water level exceeds or remains ...
	Data mining analyzes and extracts knowledge from a dataset and uses that knowledge to solve problems such as association, clustering, prediction, estimation, and classification [4]. Some popular data mining algorithms used in classification problems a...
	We use recent studies about water level classification, rainfall prediction, and flood prediction as references in this research. In the rainfall prediction using the SVM algorithm, the study shows that the best model produces a Root Mean Square Error...
	In the K-NN algorithm, the K value (number of nearest neighbors) plays an essential role in the performance of the classification results; since it determines how much data should have similar characteristics [9]. As shown in the optimization of the K...
	The effectiveness of the K-NN algorithm's classification results is also influenced by selecting the proper distance metric, such as Euclidean and Manhattan since it will change how the clusters forms [13]. Studies in this discussion about textual dat...
	The SVM algorithm utilizes a kernel function, such as the polynomial, radial basis function (RBF), and sigmoid, to solve the problem with non-linearly separable data by locating the optimum hyperplane into a high-dimension feature space [17]. In the c...
	In the end, we found the best model to predict the flood status of Jakarta City based on the level of Katulampa, Depok Post, Manggarai, Istiqlal, Jembatan Merah, Flushing Ancol, and Marina Ancol floodgates. To determine this best model, we used the ac...
	II. Methods
	A. Dataset
	This study uses water level data covering seven floodgates in DKI Jakarta, such as Katulampa, Pos Depok, Manggarai, Istiqlal, Jembatan Merah, Flushing Ancol, and Marina Ancol. We obtained the data from kaggle.com [21], which contains a history of wate...
	TABLE I Dataset Samples
	Notes: K = Katulampa flood gate, PD = Pos Depok flood gate, M = Manggarai flood gate, I = Istiqlal flood gate, JM = Jembatan Merah flood gate, FA = Flushing Ancol flood gate, MA = Marina Ancol flood gate, FS = Flood status
	Each flood gate in Table I above (K, PD, M, I, JM, FA, and MA) consists of four flood alert sequences, namely Alert 4 (A4), Alert 3 (A3), Alert 2 (A2), and Alert 1 (A1), where the smaller the alert value, the higher the risk of flooding. The normalize...
	TABLE II Normalization Results
	The normalization results shown in Table II will be the final dataset we use to predict the flood status with the K-NN, SVM, and NB algorithms.
	B. K-Nearest Neighbors
	In data mining, the K-Nearest Neighbor (K-NN) algorithm works without needing prior knowledge (unsupervised learning), where new data labels are generated based on their nearest neighbors (K value) and the majority voting process [22]. K-NN uses a dis...
	In the classification of EGG signals using the K-NN algorithm, the results show that with different values of K=3, K =4, and K =5, the model using K=3 performance is better than the model using K =5 [25]. The research result of the effect of distance ...
	We use both distance metrics, the Euclidean and Manhattan distances, and two K values (K = 3 and K = 5) to build four prediction models, with a configuration shown in Table III.
	TABLE III K-NN Model Configuration
	The KNN I model uses the Euclidean distance as the distance metric and a K value of 3, while the KNN II uses the same distance metric but with a different K value (K = 5). The KNN III model uses a combination of Manhattan distance as the distance metr...
	C. Naïve Bayes
	Naive Bayes is a classic probabilistic-based data mining algorithm widely used to solve various classification problems [27]. This algorithm uses the probability value of class membership in classifying data, with a simplified Bayes theorem formula, a...
	𝑃(𝐻|𝐷)=,𝑃,𝐷-𝐻. ∗ 𝑃(𝐻)-𝑃(𝐷). (3)
	Where:
	D =  Data with unknown class
	H =  Hypothesis on D in specific classes
	P(H|D) =  Probability of H based on condition D (posterior probability)
	P(D|H) = Probability of D based on condition Q (prior probability)
	P(H) = Probability of H
	P(D) = Probability of D
	We use equation (3) to build a model that utilizes the NB algorithm in predicting flood status in this study.
	D. Support Vector Machine
	The support vector machine (SVM) is an algorithm that utilizes a hyperplane as a boundary to separate the data into positive or negative classes [29]. In solving classification problems using non-linearly separable datasets, this algorithm uses a kern...
	𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙=,,𝑔∗𝑥∗𝑦+𝑐.-𝑑. (4)
	𝑅𝐵𝐹=𝑒𝑥𝑝,−𝑔,,𝑥−𝑦.-2.. (5)
	𝑆𝑖𝑔𝑚𝑜𝑖𝑑=𝑡𝑎𝑛ℎ,𝑔∗𝑥∗𝑦+𝑐. (6)
	In this research, we use these kernel functions to build three classification models, with the configuration shown in Table IV.
	TABLE IV SVM Model Configuration
	The SVM I model uses the polynomial kernel and parameters such as g (gamma constant in the kernel function) = 0.1, c (c0 constant in the kernel function) = 0.1, and d (the degree of the kernel) = 0.3. The SVM II model uses the RBF kernel and parameter...
	E. Cross-Validation Evaluation
	With a total of 8 models built, each model predicts the flood status using the dataset (as shown in Figure 1), and we evaluate the results using 5-fold, 10-fold, and 20-fold cross-validation.
	Fig. 1 Prediction Model
	With a total of 8 models built, each model predicts the flood status using the dataset (as shown in Figure 1), and we evaluate the results using 5-fold, 10-fold, and 20-fold cross-validation. We use equations (7) to (10) to evaluate and analyze each m...
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	II (1)
	SVM (2)
	III (1)
	5-fold
	10-fold
	20-fold
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	𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=,𝑇𝑃-𝑇𝑃+𝐹𝑃. (8)
	𝑅𝑒𝑐𝑎𝑙𝑙=,𝑇𝑃-𝑇𝑃+𝐹𝑁. (9)
	𝐹−𝑆𝑐𝑜𝑟𝑒=2∗,𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙-𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙. (10)
	The comparative analysis research result on the classification of heart disease using the K-NN, Naive Bayes, and SVM algorithms shows that the SVM algorithm performs better than the other algorithms, with 92% accuracy; while the Naive Bayes performanc...
	III. Results And Discussions
	With an 80:20 ratio between training and testing data, we get the prediction results from each model in the form of a confusion matrix. Table V to Table VIII summarizes the confusion matrix from the K-NN, NB, and SVM evaluation.
	TABLE V K-NN I & K-NN II Confusion Matrix Evaluation
	TABLE VI K-NN III & K-NN IV Confusion Matrix Evaluation
	TABLE VII Naïve Bayes Confusion Matrix Evaluation
	TABLE VIII SVM Confusion Matrix Evaluation
	From the values in Table V to Table VIII above, we calculate each model's accuracy, f-score, precision, and recall, resulting in the summary shown in Table IX.
	TABLE IX Performance Evaluation
	Next, we calculate the average values of accuracy, f-score, precision, and recall from each algorithm, as shown in Table X, to compare which algorithm has the best average performance.
	TABLE X Average Performance Evaluation
	From the results shown in Tables IX, we analyze each model's accuracy, f-score, precision, and recall to find the best and worst model. The SVM I model, with the polynomial kernel and 5-fold cross-validation evaluation, shows the highest accuracy (85....
	Models using the K-NN algorithm with Euclidean and Manhattan distance (both with the K value of 5) produced the best performance in 20-fold cross-validation evaluation, producing an accuracy value of 84.295%, f-score value of 84.305%, a precision valu...
	We summarize the analytical results of this flood status prediction research based on floodgate levels in Table XI, based on the performance of the resulting models.
	TABLE XI Evaluation Summary
	IV. Conclusions
	From the research result, we conclude that the best algorithm to predict the flood status using the floodgate dataset is the SVM algorithm with a polynomial kernel and a 5-fold cross-validation evaluation. We also concluded that the poorest performanc...
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