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Abstract— Currently, the role of information technology is 

very important in everyday life because heavy workloads 

can become easier, communication time can be made 

shorter and data processing can be faster and more 

accurate.  Hotel ranking sentiment analysis can provide 

important information for hotel owners and managers to 

improve the quality of service and guest experience. It can 

also be used by prospective guests to make the right booking 

decisions.  Sentiment analysis can identify positive or 

negative feelings from guest reviews. There are 694,213 

data reviews about hotels using English which are used as 

training data. The data was preprocessed and 76,905 

vocabularies were obtained by utilizing Word2Vec. The 

training data was carried out at the encoding stage. The 

DCNN model is given a K-Max-Polling value of 2. The 

model is trained for 20 epochs. The model that has been 

formed is tested with 173,554 data and obtained an 

accuracy rate of 95%. 
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I. INTRODUCTION 

Currently, the role of information technology is very 

important in everyday life because heavy workloads can 

become easier, communication time can be made shorter and 

data processing can be faster and more accurate [1][2]. With the 

development of information technology, the development of 

online applications is currently very rapid. There are many 

applications available for various needs, ranging from 

entertainment to productivity. One feature that is commonly 

found in online applications is the rating and comments of the 

product. This feature provides an opportunity for users to share 

their opinions and feelings about the application. The rating can 

provide insight into how well the application is received by 

users. Users can give star ratings, which indicate how well they 

rate the application. Star ratings can provide a clear view of 

how well the application is received by users [3]. Comments, 

on the other hand, provide an opportunity for users to give more 

detailed opinions about the application. Users can express their 

feelings and opinions about the features of the application, ease 

of use, or problems they may have encountered. Comments can 

also give an insight into how the application compares to 

similar applications. Analyzing public information from social 

networking sites can yield interesting results and insights about 

public opinion on almost any product, service, or 

behavior[4][5], [6].  

Hotel ranking sentiment analysis can provide important 

information for hotel owners and managers to improve the 

quality of service and guest experience. It can also be used by 

prospective guests to make the right booking decisions.  

Sentiment analysis can identify positive or negative feelings 

from guest reviews. This can provide a clear view of what is 

well received by guests and what needs improvement. For 

example, if guests complain about poor service, hotel managers 

can improve staff training or increase the number of staff to 

enhance customer service. In addition, sentiment analysis can 

also be used to uncover trends in guest reviews. This can 

provide insights into how the hotel's performance changes over 

time and provide a view of how competitor hotels compare to 

the hotel. Sentiment analysis can also be used to enhance hotel 

marketing. For example, if guests complain about high prices, 

hotel managers can offer promotions or discounts to attract 

more guests. Overall, hotel ranking sentiment analysis can 

provide important insights for hotel owners and managers to 

improve the quality of service and guest experience, and help 

prospective guests make the right booking decisions.  

Deep Learning is a rapidly developing field of Machine 

Learning that processes data based on layers or several stages 

of nonlinear information processing in a hierarchical manner. 

Ensemble Learning and Deep Learning can yield promising 

results for sentiment analysis tasks [7][8].The Convolutional 

Neural Network (CNN) approach has static convolutional 

kernels (not adaptive to input) but dynamic network 

architecture (increasing parameters, number of layers, number 

of channels, etc.). Dynamic Convolutional Neural Network 

(DCNN) presents dynamic convolutional kernels (adaptive to 

input [conv = f(x)]) with static network architecture (constant 

depth and width). The striking difference between CNN and 

DCNN is that DCNN receives two inputs. The first input is the 

feature map from the previous layer and the second is the filter. 

The feature map is obtained from the input by following sub-

network A. The filter is the result of applying a separate 

convolutional sub-network B on the input. The output of the 

layer is calculated by combining the filter over the feature map 

of the previous layer in the same way as in the convolutional 
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layer. The function of the filter here is the function of the input 

and therefore varies from one sample to another [9]. DCNN is 

a new operator design that improves model complexity without 

changing the depth or width of the network by combining 

multiple kernels dynamically based on attention dependent on 

the input [10]. This method achieved significant accuracy 

improvement with fewer kernels per layer, smaller model sizes, 

and additional computational costs that can be ignored 

[11][12].  

In the research [13] entitled Sentiment Analysis of Movie 

Opinion in Twitter Using Dynamic Convolutional Neural 

Network Algorithm, it was found that the Dynamic 

Convolutional Neural Network algorithm had better accuracy 

compared to the Naive Bayes method, with an accuracy value 

of 80.99%, while the accuracy value generated by Naive Bayes 

was 76.21%.  

In this study, an effort to improve accuracy will be made 

by adding to the transformation stage using the word2vec 

method to obtain feature extraction from data. 

 

II. METHODS 

A. World Embedding 

Word2Vec is a Neural Networks Language Model 

(NNLM) update that can preserve the linear order of words. The 

Continous Bag-of-Words (CBOW) and Continous Skip-gram 

algorithms are utilized in Word2Vec. Word2Vec has the 

benefit over other word embedding models in that it trains more 

quickly, is more effective, and can handle big datasets. Another 

benefit is that Word2Vec can solve the word imbalance issue 

since it is efficient at capturing semantic links between words, 

whereas other approaches fall short [14][15][16], [17].  

B. Dynamic Convolution Neural Network (DCNN) 

Dynamic Convolutional Neural Network (DCNN) is an 

algorithm that uses a convolutional architecture that alternates 

between wide convolutional layers and dynamic pooling layers 

determined by dynamic k-max pooling. Because the width of 

the middle layer feature maps varies according to the length of 

the input sentence, the resulting architecture is called Dynamic 

Convolutional Neural Network [13]. 

1) Wide: Used to obtain the first matrix of DCNN, it requires 

word embeddings wi ∈ Rd for each word in the sentence 

and the input sentence matrix s ∈ Rd×s. The value of the 

word embedding is a parameter that is optimized during 

training. The convolutional layer is obtained from the 

convolution process between the weight matrix m ∈ Rd×m 

and the activation matrix on the previous layer. Thus, a 

wide convolution matrix with dimension d x (s + m -1) 

is obtained. 

2) K-Max Pooling: Applied after the last convolutional 

layer. K-max pooling is used to reduce the length of 

different sample vectors with the same length as the fully 

connected layer. Therefore, k-max pooling is applied after 

the top convolutional layer. K-max pooling is taken from 

the k-max in sequence, not a single maximum value. 

 

K-Max Pooling is applied after the last convolutional 

layer. K-max pooling is used to reduce the length of 

different sample vectors with the same length as the 

fully connected layer. Therefore, k-max pooling is 

applied after the top convolutional layer. K-max 

pooling is taken from the k-max in sequence, not a 

single maximum value.  

 

Dynamic K-Max Pooling is a k-max pooling operation 

where k is a function of the sentence length and 

network depth. The pooling parameter can be seen in 

equation 1 below: 

kl = 𝑚𝑎𝑥(ktop  ⌈
𝐿−𝑙

𝐿
 𝑆⌉)  …………………1 

Where l is the number of convolutional layers 

currently in progress when pooling is applied. L is the 

total number of convolutional layers in the network, 

k_top is a fixed pooling parameter for the topmost 

convolutional layer, and S is the sentence length. The 

DCNN for a seven-word input sentence can be seen in 

Fig. 1 below: 

 

Fig.1. DCNN for seven word inputs of Sentences 

From Fig. 1, the word embedding has a size of 4. The 

network has two convolutional layers with two 

feature maps each. The width of the filter on the two 

layers is 3 and 2 respectively. The k-max pooling 

layer (dynamic) has k values of 5 and 3. 

3) Folding: Applied after the last convolutional layer 

and before the k-max pooling layer by summing 

every two lines on the feature map. For the line map, 



the line map is folded back by (d/2), reducing the 

representation size by half. 

III. METHODOLOGY 

The Research Methodology steps can be seen in Fig. 2. 

below: 

 

Fig.2. The Research Methodology Step 

 

 

The stages of research methodology can be seen in Fig. 2 above. 

Training and testing data are carried out in the preprocessing 

stage. After the preprocessing stage is complete, the next stage 

is the feature extraction stage by utilizing the word2vec 

method. The training data will be computed using the DCNN 

algorithm which will produce a sentiment model. In the data 

testing stage, the word2vec value after going through the 

previous stages will enter the sentiment model stage which will 

be the predicted value of the sentiment test from the 

assessment. In the next stage, the accuracy results of the test 

will be obtained. The stages that are carried out are: 

A. Data Source 

Implementing the DCNN algorithm requires data to be 

trained on the data. The data used is secondary data obtained 

from Kaggle. The dataset consists of 17 columns and 867,767 

records. The fields of the Dataset can be seen in Fig.3 below: 

 

 

Fig. 3. Field Data Source 

B. Preprocessing  

Before processing the data, the data cleaning stage is 

carried out. Cleaning Data aims to convert into lowercase 

letters, eliminate unnecessary characters such as [.], [,], [!] other 

characters also replace words such as examples: "ain't" 

becomes "am not", "aren't" becomes "are not", "can't" becomes 

"cannot". 

 

C. New Dataset 

After Proprocessing, the next step is to combine 2 fields 

into 1 and set the labeling process as shown in Fig.4. below: 

 

Fig.4. New Dataset 

 

D. Vocabulary 

After structuring the dataset, field reviews are carried out in 

word mining, namely vocabulary by utilizing the word2vec 

model. The vocabulary formed from the data is as follows:  

'evangelo', 'helped', 'us', 'to', 'exchange', 'our', 'e', 'small', 

'money', 'more', 'than', 'my', 'expectancy', 'get', 'such', 'a', 

'service', 'from', 'the', 'hotel', 'staff', 'no', 'need', 'worry', 'reach', 

'everywhere', 'in', 'city', 'or', 'going', 'airport', 'min', 'train', 

'station', 'supermarket', 'everything', 'is', 'easy', 'very', 'close', 

'stadium'. 

 

E. Indexing in Vocabulary 

Each word in the vocabulary can be assigned an index to 

facilitate data processing. An example of indexing can be seen 

in Fig. 5 below: 

 

 

Fig. 5. Indexing Vocabulary 

 



The source code above displays the index on the vocabulary as 

follows: 'evangelo': 0, 'helped': 1, 'us': 2, 'to': 3, 'exchange': 4, 

'our': 5, 'e': 6, 'small': 7, etc) 

 

F. Encoder Vocabulary 

Vocabulary Encoder is a method to convert text into a 

numerical representation that can be processed by machines. It 

aims to help machines understand the text better. By converting 

text into a numerical representation, machines can understand 

and process text better than by only processing text as a string.  

The Encoder stage can be seen in the snippet in Fig. 6 below: 

 

 

Fig.6. Encoder Vocabulary 

 

The source code above will produce the following numpy 

array: 

[[ 1118 20543     7 ...     0     0     0] 

 [   12     3    87 ...     0     0     0] 

 [   67  2485    53 ...     0     0     0] 

 ... 

 [    8    27     2 ...     0     0     0] 

 [  281    11   494 ...     0     0     0] 

 [ 6644    55   194 ...     0     0     0]] 

 

G. DCNN Model 

The next step is to model the DCNN architecture with 1D 

convolution utilizing the hard framework and by utilizing the 

global_k_max_polling1D function that has been customized as 

in Table 1 below: 

 
TABLE I 

ARSITEKTUR MODEL DCNN 

Layer (Type) Output (Shape) Param 

Embedding (None, 40, 128) 9843840 

Conv1D (None, 40, 256) 65792 

Global_K_Max_Polling (None, 768) 0 

Dence (None, 128) 98432 

Dence (None, 1) 129 

 

The Explanation of DCNN Architecture in Table 1 as follows:  

1) Embedding Layer: This is the input layer to map each token 

in the vocabulary to the vector representation. The output 

has the form (None, 40, 128), meaning the number of rows 

can’t be specified (marked with "None"), 40 is the length of 

the input text and 128 is the size of the vector representation. 

The parameters in this layer are 9,843,840. 

2) Conv1D Layer: This is a 1D convolution layer, which works 

to identify features in the input data. The output has the form 

(None, 40, 256), meaning each row has 40 features, and 

each feature has a size of 256. The parameters in this layer 

are 65,792 

3) Global_K_Max_Polling layer: This is the pooling layer, 

which serves to reduce the dimensionality of the data, 

focusing on the most important features. The output has the 

form (None, 768), meaning each row has 768 features. 

There are no parameters in this layer. 

4) Dence Layer: This is a fully connected layer, which serves 

to make connections between all neurons in the previous 

layer. The output has the form (None, 128), meaning that 

each row has 128 neurons. The parameter in this layer is 

98,432. 

5) Dence layer: This is an additional fully connected (dense) 

layer, which serves to predict the model output. The output 

has the form (None, 1), meaning that each row has 1 

prediction. The parameters in this layer are 129. 

 

 

H.  Accuracy Result 

The final step after building the model is to check the 

accuracy of the formed model. The accuracy values that are 

checked are Accuracy, Precision, Recall, and F-Measure. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑+𝐴𝑐𝑡𝑢𝑎𝑙
=

𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
=

𝑇𝑃

𝑇𝑃+𝐹𝑃
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
=

𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4) 

 

 

III. RESULT 

 

A. Model Performance every Epoch 

From the results of training and evaluation of the model, the 

results obtained are shown in Table II below: 

TABLE II 

ACCURACY AND LOSS VALUE 

Epoch Loss Accuracy val_loss val_accuracy 

1 0.1980 0.9398 0.1668 0.9392 

2 0.1443 0.9507 0.1568 0.9458 

3 0.1352 0.9545 0.1511 0.9494 

4 0.1295 0.9568 0.1541 0.9464 

5 0.1269 0.9579 0.1714 0.9472 

6 0.1255 0.9584 0.1565 0.9485 

7 0.1249 0.9589 0.1578 0.9451 

8 0.1244 0.9598 0.1619 0.9451 

9 0.1242 0.9600 0.1562 0.9479 



10 0.1249 0.9596 0.1655 0.9452 

11 0.1251 0.9600 0.1630 0.9467 

12 0.1256 0.9599 0.1647 0.9461 

13 0.1254 0.9600 0.1612 0.9452 

14 0.1279 0.9590 0.1629 0.9461 

15 0.1267 0.9600 0.1730 0.9459 

16 0.1283 0.9595 0.1703 0.9414 

17 0.1284 0.9597 0.1701 0.9456 

18 0.1291 0.9587 0.1733 0.9381 

19 0.1297 0.9585 0.1654 0.9469 

20 0.1305 0.9593 0.1629 0.9464 

 

In Table I above, 20 Epochs were performed to calculate the 

Accuracy and Loss values for both the training data and 

validation data, and the results show that as the number of 

epochs increases, the accuracy level also increases, and as the 

number of epochs increases, the loss value decreases.  

 

B. Confusion Matrix 

The model that has been obtained is then tested on test data. 

The testing process in this study uses performance evaluation, 

namely the Confusion Matrix method in Fig. 7 below: 

 

Fig.7. Confusion Matrix 

 

Fig. 7 explains the confusion matrix. The confusion matrix is a 

tabular representation of the model predictions and the actual 

value of the data. In this case, the confusion matrix displays the 

number of data predicted as Negative and the number of data 

predicted as Positive. In the above case, the actual number of 

Negative data is 74,341 and the model predicts 3,389 data as 

Positive. Meanwhile, the actual number of Positive data is 

90,009 and the model predicts 5,815 data as Negative. From 

The confusion matrix above, it is obtained: 

 

TP  = 90.009 

TN  =   5.815 

FP  = 74.341 

FN  =   3.389 

 

C. Accuracy Results 

In Table 3 are the evaluation results of the DCNN Model 

using Word2Vec at the preprocessing stage below: 

 
TABLE III 

THE EVALUATION RESULTS 

Label 
Precisi

on 

Recal

l 

F1 

Score 
Support 

0 0.93 0.96 0.94 77.730 

1 0.96 0.94 0.95 95.824 

 

Accuracy   0.95 173.554 

macro av 0.95 0.95 0.95 173.554 

weighted avg 0.95 0.95 0.95 173.554 

 

In Table III above, it can be concluded that the precision, 

recall, and f1-score values for the negative sentiment (0) are 

respectively 0.93, 0.96, and 0.94. Whereas, the precision, 

recall, and f1-score values for the positive sentiment (1) are 

respectively 0.96, 0.94, and 0.95. And the Accuracy rate of the 

DCNN model is 95%. 

 

D. Accuracy and Validation Accuracy Value Chart 

This graph visualizes the change in accuracy value and 

validation accuracy value during the training process, helping 

to understand how the model evolves and improves its 

performance. The accuracy value indicates how well the model 

predicts data labels on the training dataset, while the validation 

accuracy value indicates how well the model predicts data 

labels on the validation dataset. Comparison of Accuracy and 

Validation Accuracy values can be seen in Fig. 8 below: 

 

 

Fig. 8. Comparison of Accuracy and Validation Accuracy 

 



In Fig. 8 above, it can be seen that the accuracy value is 

better than the accuracy validation value with a difference of 

1%. 

 

E. Graph of Loss Value and Loss Validation 

Loss and Validation Loss value graphs are visualizations 

that show the change in loss (or loss) values on training data 

and validation data during the model training process. Loss 

value is a metric used to measure how far the model predicts 

from the target. The smaller the loss value, the better the 

model's prediction of the target. A Comparison of Loss Value 

and Validation Loss can be seen in Fig. 9 below: 

 

Fig. 9. Loss value and Val_Loss value 

 

In Fig. 9 above, it can be seen that the accuracy value is better 

than the accuracy validation value with a difference of 3%. 

 

V. RESULTS 

There are 694,213 data reviews about hotels using English 

which are used as training data. The data is carried out in a 

preprocessing stage and obtained 76,905 vocabularies by 

utilizing Word2Vec. The training data is carried out in the 

encoding stage. The DCNN model is given a K-Max-Polling 

value of 2. The model is trained for 20 epochs to get a model 

with a high accuracy value. There are 2 sentiments tested in this 

study, namely positive sentiment and negative sentiment 

represented by values 1 and 0. The model that has been formed 

is tested with 173,554 data and obtained an accuracy rate of 

95%. This model can be further developed by utilizing other 

preprocessing models with different data and languages to test 

whether the accuracy of the model remains stable and also 

develop the model so that the accuracy validation value is 

higher than the accuracy and the loss validation value is lower 

than the loss value. 
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